AP Statistics

Chapter 8: Linear Regression
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Student | Number of Beers| BAC
Example: L d 01
2 2 0.03
Here we have two quantitative 3 9 019
variablesfor each of 16 students. 6 ’ 0.095
7 3 0.07
1. How many beersthey drank, 9 3 0.02
and 1 4 0.07
) 13 5 0.085
2. Their blood alcohol level 2 3 012
(BAQ) 5 3 004
We areinterested in the 8 5 0.06
) ) 10 5 0.05
relationship between the two I e o1
vari ?,bl es. H_ow hl s or;e affect;ad m = 00
by changes in the other one? = 1 0oL
16 4 0.05

In a scatter plot one axis is used to represent each of the
variables, and the data are plotted as points on the graph.

Making predictions: inter polation
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The equation of the least-squares regression allows you to predict y for
any x within the range studied. This is called interpolating.

Bicod Akobol Cowent s 8 bnction of Nunber of Bees

- 7=0.0144 x +0.0008 Nobody in the study drank 6.5

i beers, but by finding the value
of flfrom the regression line for
X = 6.5, we would expect a
blood alcohol content of 0.094

mg/ml.

§=0.0144* 65+0.0008
g §/=0.936+0.0008=0.0944mg/ mi
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Making predictions:

extrapolation I would be 9 feet tall 11!

Extrapolation is the use of a
regression line for predictions
outside the range of x values
used to obtain the line.
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This can be a very silly thing to

They-inter cept

Sometimes the y-intercept is not possible. Here we have negative blood

alcohol content, which makes no sense...

But the negative value is
appropriate for the equation
of the regression line.

Blood Alcohol Contant in mgsmi

do, as seen here. 8/
5,
é There is a lot of scatter in the
5. - data and the line is just an
[ x." .
T - estimate. §
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Residuals Residual Plot
The distances from each point to the least-squares regression line give Residval Plots
us potentially useful information about the contribution of individual data sidlnal ol e e PRI .
A A resichual plot & 1 scatterplot of the regression residuals against th lanatony
points to the overall pattern of scatter. _ sariable (or cquivalently, againat the predicted yvalucs). Residual help us
Gl e S These d‘l‘star)ces arE assess how well 2 regression line fits the data
called “residuals.
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Residual plots e — .
e . = The x-axis in a residual plot is

Residuals are the distances between y-observed and y-predicted. We
plot them in a residual plot.

If residuals are scattered randomly around 0, chances are your data
fit a linear model, were normally distributed, and you didn’t have
outliers.

Child

the same as on the scatterplot

= The line on both plots is the
regression line.
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30 - - 5 Residuals are randomly scattered—good! The correlations all give r = 0.816, and the regression lines are all
: approximately §= 3 + 0.5x. For all four sets, we would predict §= 8 when
; , : E x =10.
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Alwaysplot your data!

However, making the scatterplots shows us that the correlation/

regression analysis is not appropriate for all data sets.

i

examination before a

regression can be done.
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redesign is due here...
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